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ABSTRACT

Previous audio-visual (AV) alignment mainly focuses on frame-level
synchronization while neglecting clip-wise matching. We focus on
AV parsing on fully unconstrained data where the audio and visual
events do not necessarily co-present. A video-enhanced Audioset
dataset is provided to investigate parsing on such a mismatching
setting, with 376 events included. To our knowledge, this is the
first time where AV event parsing and detection are inspected on
a clip-wise matching scenario. Experiments show that our proposed
method largely improves video parsing accuracy on tagging and de-
tection. Further, a parsing model pre-trained on our dataset can assist
in accurately locating audio-visual syncing time spans.

Index Terms— audio-visual event detection, clip-level mis-
match, weakly-supervised, multimodal

1. INTRODUCTION

Auditory and visual cues are commonly complementary to each
other on the condition that they co-exist during a time span. On
one aspect, audio can assist video modality in traditional computer
vision tasks, including action recognition [1] and video question
answering [2]. Audio information provides crucial information to
identify action or scenes, thus leading to better system performance.
On the other aspect, visual information (both image and video)
prove helpful to traditional speech and audio processing tasks like
audio tagging [3, 4, 5], source separation [6, 7] and speaker verifi-
cation [8, 9]. Introducing visual information enables the system to
better recognize sound events or speech.

Apart from the works mentioned above, where one modality
is often used to assist another modality, efforts have been made
to dive into the connections and differences between both modali-
ties [10, 11, 12]. However, visual and auditory description systems
are different by nature as they belong to different senses, which leads
to two levels of mismatch of audio-visual (AV) events, clip-level co-
presence and frame-level co-occurrence. A clip-level co-present
event appears both in the audio and visual modality in one single
clip, while a frame-level synchronized event happens simultaneously
in both modalities. As shown in Figure 1, “Speech” only appears in
audio modality, while “Vehicle” appears in both modalities. Here,
AV mismatch of “vehicle” is at frame-level as the time spans are
different; however, “speech” is a clip-level mismatch AV event.
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Most previous AV multimodal works concentrate on the lat-
ter condition, where the frame-level AV interaction is investigated.
Audio-visual event detection (AVE) [10] focuses on frame-level
synchronized AV events and proposes a novel dual multimodal
residual network to address AV localization. Audio-visual parsing
(AVP) [11] task is proposed to disentangle frame-level asynchronous
scenarios by separately detecting audio-only, video-only, and audio-
visual events. Taking the frame mismatch into consideration, the
AVP dataset selects events that are present in both modalities, which
is limited to as few as 25 pre-defined events. However, AV mis-
match not only exists on time span but also at clip-level. Generally,
frame-level synchronization indicates a clip-level one. Nevertheless,
the clip-level mismatch can lead to further confusion, which broadly
occurs across a large variety of events in real life. For instance, many
documentaries have voice-over in the audio channel with no humans
present in the image. In this way, such label mismatch phenomenon
greatly limits audio-visual research but has rarely been investigated.
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Fig. 1. An example of event modality clip-level-mismatch. Vehicle
can be seen and heard in the clip while we cannot see but only hear
people speaking and cheering in the background. Here, vehicle is
a frame-level AV mismatched event while speech is clip-level mis-
matched, which cannot be processed by previous parsing network.

We innovatively take clip-level AV mismatch into consideration
and conduct AV event parsing and detection on fully unconstrained
data. As many as 376 AV events can be detected, largely outnum-
bered previous AV datasets. A Video-Enhanced Balanced Audioset
(VEBA) dataset is provided, with clip-wise video presence labels
added to the existing weakly-labeled sound event dataset. Compared
to previous audio-visual tasks, our study enables audio-only, video-
only, and audio-visual event (AVE, fully synchronized event) detec-
tion in real-world scenarios. Experiments show that with extra video
labels, higher precision is achieved in video event and AVE detection
on both tagging and detection. Analysis on the out-domain dataset
AVE suggests that our system can automatically screen and detect
synchronized audio-visual events, which may further assist research
on other audio-visual tasks that require simultaneity.

2. VEBA: VIDEO ENHANCED BALANCED AUDIOSET
DATASET

In this section, we provide details towards VEBA selection, label-
ing procedures as well as comparisons with previous datasets. We
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choose audio event datset as our startpoint since there are profoundly
more audio events defined (i.e. 527 in Audioset [13]) than visual
events/objects (i.e. 101 in UCF-101 [14]). A merging and selec-
tion strategy is adopted to ensure that each event has ample samples
in both modalities. For example, many event sub-categories in Au-
dioset are quite similar and require expertise knowledge [15]. We
merge the sub-categories into their parent node. Finally, 376 events
are obtained, which is a subset of the original 527 labels. We ob-
tain the videos (accompanied with the corresponding audios) from
balanced Audioset (originally encompassing ) and provide clip-level
weak annotations for the video modality. Annotators are invited to
label the video presence of each audio event, namely whether this
event occurs in video or not. We expect this supplementary in ground
truth label will help the system better learn the alignment as well as
the mismatch between modalities. The original weak labels of Au-
dioset clips demonstrate the existence of the labeled events in audio
modality or, in other words, audible. However, whether this event is
visible is unknown in these Youtube-originated wild videos; hence
the current video presence labeling is important. For instance, for an
video clip with original label “Speech, Music and Vehicle”. We as-
certain that all three events are audible, according to the original Au-
dioset labels. With True/False labels provided for the three events’
presence in video modality, we acquire the weakly-labeled AV sta-
tus for each event. At last, VEBA includes 18,765 video clips with
corresponding audios. A total of 376 event labels is included, with
36,203 audio events and 17,742 video events obtained. 2k videos
from Audioset evaluation set are selected as our test set, where we
separately annotate the onset and offset of events in audio and vi-
sual modality with a time resolution of one second. We split about
10 percent of the clips (1600 precisely) as the VEBA validation set,
so the number of clips in the training set is 15,278. The final data
distribution of VEBA dataset can be seen in Table 1.

Table 1. A summary of data in VEBA dataset, including detailed clip
distribution of training, validation, test set and label count (Audio
and Visual).

Split # Clips # Weak labels #On-offset pairs
A V A V

Train 15278 30422 14902 × ×
Val 1600 3110 792 × ×
Test 1887 2671 2048 3166 2282
Total 18765 36203 17742 3166 2282

A brief summary of the weak audio and video labels in VEBA
is illustrated in Figure 2. The horizontal axis is the number of the
audio labels of an event category, while the vertical axis is the num-
ber of video labels of an event category. The horizontal-vertical po-
sition in the figure shows the frequency of an event in the VEBA
dataset. For example, “Music” and “Speech” appear the most, while
“Ringtone” and “Echo” appear the least. The color of the event in-
dicates the ratio of video label number and audio label number of
an event. Blue events are more inclined to been “seen” while red
events are usually “heard”. The top three visible events are “Vac-
uum Cleaner”, “Blender” and “Spray”, while the top three audible
events are “Plop”, “Jingle tinkle” and “Echo”, which is consistent
with common knowledge.

Table 2 shows the comparison between our VEBA dataset with
previous audio-visual event datasets such as LLP dataset [11] and
AVE dataset [10]. As mentioned above, these datasets exhibit certain
constraints, focusing on events that happen simultaneously in audio
and visual modalities. The event number is 28 in AVE and 25 in LLP,
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Animal

Inside small room

Ringtone
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V
id
eo

0

Fig. 2. A summary of our weak labels in Audioset balanced dataset.
Each dot represents an event from our VEBA dataset. The horizontal
axis represents the number of event appears in audio labels while the
vertical axis represents the number in video labels. The color of an
event represents the ration of video and audio.

which is far from the number of audio-visual events in real life. In
order to better facilitate real-life audio-visual event parsing research,
we provide as many as 376 event categories with both frame-level
and clip-level mismatched situations included.

Table 2. A comparison between our VEBA dataset with the previous
audio-visual dataset. AV-M means whether the dataset include the
mismatched audio and video events in a clip.

Dataset Clips Events included AV-M

AVE Dataset [10] 4143 28 ×
VGG-Sound [16] 200k 309 ×
LLP Dataset [11] 11849 25 X
VEBA Dataset 18765 376 X

3. AUDIO-VISUAL PARSING MODEL

In order to predict the onset and offset of the events in different
modalities, we use a parsing model shown in Figure 3 to learn the
modality alignment from audio and video. The whole framework is
explained as follows: 1) Single single modal feature extractors and
encoders; 2) A hybrid attention network combining the information
and leveraging multimodal contexts; 3) Attentive pooling along with
training losses.

Single modal extractor and encoder To better capture modal-
ity characteristics, we use pre-trained networks to extract the fea-
tures from audio and video. As for the audio, we use a convolu-
tional recurrent neural network (CRNN) named L-CDur, based on
CDur [17]. It is trained on the unbalanced (≈ 5000h) subset of
Audioset. We remove the last layer of the model to extract the
audio feature. Regarding the video, we use the combined feature
from Efficientnet-b6 [18, 19] and 3D Resnet [20], pre-trained on
Imagenet [21] and Kinetics [22]. We transform the two video fea-
tures into the same dimension (512) and concatenate them. A fully
connected (FC) layer is added to project the features from differ-
ent modalities into the same size. We further use a multi-head self-
attention-based [23] encoder to learn the sequential information in

1976

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on June 19,2022 at 15:43:57 UTC from IEEE Xplore.  Restrictions apply. 



L-CDur

EfficientNet-b6

3D ResNet
+

Audio Encoder

Video Encoder

Hybrid
Attention

Attentive
Pooling

Predicted Audio

Predicted Video

Predicted Audio-Visual

Audio
weak
label

Video
weak
label 

Fig. 3. The whole structure of our audio-visual network. For an input clip, we use pre-trained single modal extractors and encoders to
separately extract the audio and video feature. Then a hybrid attention module combines the information and leverages multimodal contexts.
An attentive pooling is used to predict individual outputs for events in audio, video and audio-visual modalities. The loss is to calculate the
distance between the weak ground truth labels and the predicted labels.

both modalities better.

Hybrid attention network After obtaining the independent infor-
mation from audio and video, we endeavor to combine the informa-
tion from both modalities. We use a hybrid attention network [11]
with both self-attention and cross-modality attention. This hybrid
attention network (HAN) can adaptively learn which modality to at-
tend for each audio or visual snippet.

Attentive pooling The output of HAN is the temporal aggregated
embeddings {f̂ t

a, f̂ t
v}Tt=1 of audio and video. After a shared FC layer

and a sigmoid function, the audio and visual probabilities for each
event are obtained.

pta = sigmoid(FC(f̂ t
a)) (1)

ptv = sigmoid(FC(f̂ t
v)) (2)

Audio and video clip level probabilities pa and pv are estimated
by summing the frame-level probabilities pta/v along the time axis.
To predict the clip-level audio-visual event probability p̄, an attentive
pooling [11] is used to judge which modality is more trustworthy at
each moment:

p̄ =

T∑
t=1

M∑
m=1

(Wtp �Wav � P )[t,m, :] (3)

where � is the element-wise multiplication, m is the modality
index and M equals 2 here for audio and video modalities. Wtp

and Wav are temporal and audio-visual attention calculated from
{f̂ t

a, f̂ t
v}Tt=1. P is the concatenation of pta and ptv .

Loss function As seen in Section 2, both audio and video weak
labels are available for training. We denote the audio ground truth
label as ya and the video ground truth label as yv . Note that accord-
ing to our labeling rule, all of the video event labels of a given clip
is included in its audio event labels. Our audio-visual ground truth
label is also yv . The target of our model is to optimize the following
loss:

L = La +Lv +Lav = CE(pa,ya)+CE(pv,yv)+CE(p̄,yv)
(4)

4. EXPERIMENTS AND ANALYSIS

4.1. Experimental Setup

Data preparation As mentioned in Section 2, our training set
includes 16,878 video clips with corresponding audios. Our audio
feature extractor takes log-mel spectrum as input, the same configu-
ration as CDur [17].
System Configurations We sample the videos with a sample rate
of 8fps, so a 10-second long video is divided into 80 frames of im-
ages. Both the audio and video features extracted (from L-CDur,
Efficient-b6, and 3D Resnet) are converted to 512-D so as to keep
the temporal consistency in both modalities. Adam optimizer is used
for training the system with an initial learning rate of 2e−4 and a de-
cay of 0.1 after every 20 epochs. We choose the model with the best
accuracy (mAP) in video and audio-visual tagging on the validation
set as our final model.
Evaluation metrics Following previous parsing work [11], for
all three modalities (audio, video, and audio-visual), we evaluate
the performance of both clip-level event tagging and temporal-level
event detection. For tagging, we calculate mean average precision
(mAP), while for detection, we calculate segment-level and event-
level metrics (F-score).

4.2. Results

Methods in comparison We provide a baseline where clip-level
mismatch is neglected (leave out the structure in dotted frame in
fig. 3), as previous AV research commonly assumes AV co-presence
and combines the information from audio and video. Here, the
model output is regarded as a unified representation for audio, video
and audio-visual. Tian et al. [11] is the work that firstly proposed
AVP to disentangle asynchronous AV events, therefore taken as an-
other compared method. We include this comparison to show that in
addition to frame-level synchronization, clip-level mismatch plays
an important role in AV parsing.

Tagging performance As presented in Table 3, offering extra
visual-modality event labels in training improves both video and
audio-visual event tagging performance, achieving a 2.7% and 3.2%
increase in mean average precision in two modalities, respectively.
The audio tagging performance is unaffected. High tagging accu-
racy shows the effectiveness of our model in differentiating clip-level
event mismatch and synchronization.
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Fig. 4. An example of the visualization of our audio-visual parsing result in a video from AVE Dataset. The original event label of this clip is
“Ukulele” from 0-10 seconds. However, the man in the video only plays ukulele from 0 to about 6 seconds. When the man stands up holding
the musical instrument, the crowd begins to cheer and shout. Since we categorize all the children of “Music” as “Music”, our model shows
that “Music” happens in audio-visual from 0-5 seconds and only visible in the rest, a more precise annotation than the original AVE label.

Table 3. Tagging performance of our proposed model compared to
other methods.

Configuration Tagging (mAP(%)) ↑
Audio Video Audio-Visual

(1) Baseline 53.50 38.25 38.25
(2) Tian et al. [11] 54.45 41.44 43.19
(3) Ours 54.23 43.17 46.37

Event detection performance Audio, video, and audio-visual’s
onset and offset detection results can be seen in Table 4 . Similar
to the event tagging result, our model achieves a significantly bet-
ter result in event parsing tasks, especially in audio and audio-visual
modalities, with the most considerable increase of 21.3% (from 18.3
to 39.6), which is a relative 116.39% improvement in event-level
F-score in video event detection. High event detecting accuracy in-
dicates that by taking clip-level mismatch into consideration, frame-
level synchronization performance is greatly enhanced.

Table 4. Audio-Visual parsing (or event detection) performance
compared to other methods.

Configuration Segment-level (F-score%) ↑ Event-level (F-score%) ↑
A V A-V A V A-V

(1) Baseline 38.6 31.9 42.2 33.2 31.9 42.1
(2) Tian et al. [11] 40.4 23.7 29.0 35.4 18.3 24.9
(3) Ours 41.0 41.5 50.0 35.9 39.6 48.2

4.3. Analysis

To further illustrate the effect of the extra weak video event labels in
our dataset, we vary the proportion of the video labels used. When
using only part of the video labels, we randomly choose a proportion
of videos and provide them with newly-annotated video labels. For
the clips not chosen, we use the original audio event labels as the
video event labels, same with the original Audioset. The result is
shown in Figure 5, note that we only select audio-visual F-score for
demonstration. There is a steady improvement of both segment-level
and event-level F-score of event parsing in video and audio-visual
modalities as we vary the video labels used from 20% to 100%.

Further application Apart from evaluating our model’s perfor-
mance on VEBA, we also apply our model to other audio-visual
datasets like AVE. As mentioned in [10], theoretically, all of the
events labeled in AVE dataset happen simultaneously in audio and

Fig. 5. Both the segment-level and event-level F-score of event pars-
ing steady increases as we vary the proportion of weak video labels
used from 20% to 100%, showing the effectiveness of our data to
audio-visual parsing.

video. However, there still exists a frame-level mismatch between
the original audio-visual event labels. The example shown in Fig-
ure 4 fairly illustrates the effectiveness of our model in audio-visual
parsing and the ability to distinguish the mismatch (clip-level and
frame-level) between audio and video modalities.

Further applications may include an exquisite revise to audio-
visual event labels in the existing datasets or detecting and selecting
synchronized audio-visual segments from videos in the wild for fu-
ture pre-training. The demos are available online1.

5. CONCLUSION

In this work, we further investigate the audio-visual parsing task and
focus on the frame-level and clip-level mismatch of real-life events.
We enrich the number of AV events included (25 → 376) and pro-
vide extra video weak event labels in our proposed VEBA dataset,
on which we train and evaluate the performance of an AV parsing
model. Considering clip-level mismatch not only enables AV pars-
ing on significantly more events from entirely unconstrained data
but also dramatically improves frame-level synchronization estima-
tions. Our model achieves better performance in both event tagging
(clip-level) and detection (segment-level and event-level) in video
and audio-visual modalities than in previous work. Further applica-
tions may include refining audio-visual labels and selecting synchro-
nized event segments in videos in the wild.

1https://ligw1998.github.io/multimodal.html
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